
Abstract— Automatic text summarization system generates 
summaries or abstract of large documents. Many techniques 
have been developed for summarization of text in various 
languages.  One of the most commonly used statistical 
methods is graph theoretic approach. The sentences are 
represented as nodes and the relation is represented as edges. 
The cardinality of a graph shows the importance of sentences. 
The graph based algorithm is sufficient for agglutinative 
language like Malayalam. The algorithms are evaluated on 
Malayalam news articles and performances are compared 
using precision, recall and f-measures. 

Index Terms— Automatic Text summarization, Malayalam 
text summarization, Graph theoretic approach. 

I. INTRODUCTION

Due to the exponential growth of information in Internet 
thousands of documents are available from the web. The 
search engines retrieve heap of web pages with bundle of 
data user find the appropriate or significant information. It 
consumes time for the user to check out all pages. For the 
process of speed up searching, the summary of a document 
is remarkable. The technology of automatic summarization 
is very useful in this context. 

Natural Language Processing (NLP) is a field of computer 
science and linguistics concerned with the interactions 
between computers and natural languages. NLP is very 
attractive method of human-computer interaction. 
Computational linguistics is the applied field of linguistics, 
which related to artificial intelligence dealing with 
acquisition and production of natural languages.  

Text Summarization is the sub field of Natural Language 
Processing. It is the process of condensing the source text 
into shorter version preserving its information content and 
overall meaning. Text summarization is a technique, where 
a text is entered into the computer and returns the summary 
of a text. The technique has begins in 50's and wide scope 
in recent years.  

Uses of Automatic text summarization  

 Summarize the news to SMS for mobile phones.

 Summarize the medical data for doctors.

 Search the information in foreign language the user
get a translated abstract of summarized document.

 Summarize the legal documents.

Text summarization methods can be classified into 
extractive and abstractive summarization (Hovy and Lin, 
1997) [4]. Abstractive text summarization, it understands 
the original text and re-tells it in few words. The generated 
summary may be the new sentences which show the overall 
content of the document. Linguistic methods are used for 
abstraction.  The abstractive summarization is a tedious 
task because understanding the meaning of sentences and it 
require natural language processing tools.  The extractive 
summarization method selects the importance sentences 
from source document and concatenate into shorter form. 
Extractive summarization is simpler than abstractive 
summarization. Now most of the systems follow extractive 
text summarization method. Statistical, heuristic and 
linguistic methods are used for extractive text 
summarization.  

This paper focuses on graph theoretic approach to generate 
a virtuous summary for Malayalam documents. The road 
map of this paper is organized as follows. Section-2 gives a 
review on existing summarization methods especially 
concentrated on extractive methods. Section-3 shows the 
graph based algorithm and how ranking the documents. 
Section-4 shows the experimental results. Section-5 
concludes the graft. 

II. RELATED WORKS

In literature most of works have been concentrated on the 
sentence-extraction method. This review mainly focuses on 
statistical method used for sentence scoring.  

1. Luhn’s Method (1958)

Sentences are ranked on the basis of word frequency and 
phrase frequency. After performing the stop word removal 
and stemming the high frequency word included sentences 
are selected for summary sentences.  The high scored 
sentences are selected for summary. It gives the summary 
of same topic or context. The main drawback of this system 
was duplication in summary sentences.  
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2. Baxendale (1958) 

Baxendale proposes a straight forward method for sentence 
extraction such as document title, first and last sentences of 
a document or each paragraph.  He argued that newspaper 
articles the first sentences are high chance to include in 
summary. But in technical papers the last sentence or 
concluding sections are having high chance to include in 
summary.  Lin and Hovy (1997) claimed that Baxendale 
position method is not a suitable method for sentence 
extraction in different domains. The discourse structure of a 
sentence varies from different domains. The main 
disadvantage of this system was it is domain related.  

3.  Edmundson (1969) 

Now many current automatic text summarization systems 
follow Edmunson’s method. He considers four parameters 
to generate the summary. The methods are cue phrases,   
keywords, title words and location. The main drawback of 
this system was duplication in summary.   

4. Barzilay and Elhadad(1997) 

This summarization approach proposes a lexical chain 
method to score the sentences. The concept of lexical chain 
was introduced in Morris and Hirst, 1991. The lexical chain 
links the semantically related terms within different parts of 
document. Barzilay and Elhadad used a wordnet to 
construct the lexical chains. 

5. SweSum(Dalianis 2000) 

SweSum was the first web based automatic text 
summarizer for Swedish.  It summarizes Swedish news text 
in HTML based text format on the World Wide Web.  
SweSum is also available for Danish, Norwegian, English, 
Spanish, French, Italian, Greek, Farsi, and German Texts. It 
uses statistical, linguistic and heuristic methods to obtain 
the summary sentences.  

The SweSum architecture uses client/ server application. 
The web client input the original text and   accepts the 
summarized text. The web server accepts the source text 
and performs tokenizing, scoring, keyword extraction and 
sentence ranking. The sentences are scored using statistical, 
linguistic and heuristic method. Such as position, numerical 
value, font based feature etc.  Score of each word in the 
sentence is calculated and then find the sentence score. A 
threshold is preset and generate the desired summary with 
some statistical information such as number of words, 
frequent keywords etc. The query based text summarization 
SweSum shows better result. 

6. Conroy and O’Leary (2001) 

It applies Hidden Markov model for sentence extraction. 
The system states the probability of inclusion of a sentence 
in summary depend on whether the previous sentence is 
related to next sentence.  

7. MEAD (Radev et.al., 2004) 

This system computes the score of sentence based on some 
features such as similarity to centroid, position of sentence, 
sentence length, etc. 

8. Farisum(2004) 

 This system follows SweSum architecture for sentence 
extraction. It is a web based summarizer for Persian. The 
Farisum uses the same architecture of SweSum but one 
difference was it does not use any lexicon.  

Microsoft Word’s Auto Summarize function is a simple 
example of automatic text summarization. Text 
summarization methods include statistical, linguistics and 
heuristics approaches.  Tf-idf is an example of corpus based 
approach. Position and title method is an example of 
heuristics approach. Lexical chain method is an example of 
discourse structure approach.  Now a days a new approach 
Latent Semantic Analysis is widely used in information 
retrieval and text summarization.  

9. Yihong Gong and Xin Liu(2002) 

LSA (Latent Semantic Analysis) based algorithms are 
suggested for text summarization. A mathematical matrix 
Singular Value Decomposition is used for Latent Semantic 
Indexing.  First create a term by sentence matrix (tf-idf). 
Columns represent the sentences and row represents the 
terms. After finding the term matrix calculate SVD. The 
SVD of term by sentence matrix is defined as: 

A = UΣVT 

 ‘U’ is an m × n column-orthonormal matrix whose 
columns are called left singular vectors; Σ = diag(σ1, σ2, 
…, σn) is an n × n diagonal matrix, whose diagonal 
elements are non-negative singular values sorted in 
descending order, and V = [vij] is an n × n orthonormal 
matrix, whose columns are called right singular vectors. 
The VT matrix is used for sentence selection algorithm. 
10. TextRank (Mihalcea and Tarau 2004)  
         Sentences are represented as edges and the relation 
is represented as edges. The score for each vertex is 
computed on the basis of link between the terms within the 
sentences. 
11. Hybrid approach (LSA + Cluster,    R. Yang, Z. Bu, and 
Z. Xia (2012)) 
The authors proposed the text summarization method based 
on LSA and Cluster based method. The sentences are 
ranked using LSA then the cluster method is used for 
sentence selection.  
12. Grap based ( Sankar K, Vijay Sundar Ram R and Sobha   

Lalitha Devi, 2011)  
         The authors proposed a graph based algorithm for 
summarizing articles in Tamil. This   approach each vertex 
represents a sentence and edges show the connectivity 
between sentences. Vertices of the graph are first marked 
with sentence weights and edges are marked with 
Levenshtein similarity weights. Average of all levenshtein 
similarity weights of all edges connected to a vertex is 
calculated to find out the vertex weights. The sentence rank 
is the average of sentence weight and vertex weight. 
Sentence weight is the sum of all affinity weights of all 
words in the sentence. Affinity weight of a word is 
calculated as the sum of number of occurrences of the word 
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in the document divided by the total number of words in 
the document. Levenshtein similarity weight two sentences 
is calculated as by the difference between the max length of 
two sentences and  Levenshtein distance of two sentences 
divided by the max length of two sentences.  
13. LexRank  
Erkan and Radev (2004) proposed LexRank which is a 
summarization system for multiple documents where the 
semantically similar are represented as connection between 
the nodes. The important sentences selected on the basis of 
a random walk on the graph.  
14. GRAPHSUM  
Baralis et al. (2013) proposed a summarizer based on graph 
model which represents correlations among multiple terms 
by discovering association rules. 
15.  E-mail summarization using graph method 
Carenini et al. (2008) proposed a summarization method 
for summarizing email conversations. A graph is built with 
the conversation involving a few emails in which nodes 
represent conversations and edges represent replying 
relationship between two nodes. The vertex weight is 
assigned to each node and finds the rank of conversation. 
16. Ferreira et al. (2014)  
The authors suggested a graph based clustering algorithm 
for sentences. The sentences are represented as vertex and 
the relation is based on the four distinct relations such as 
semantic similarity, statistical similarity, discourse relations 
and co-reference resolution.   
17. Graph-based Extractive summarization (Parveen and 
Strube 2015) 
This approach doesn’t depend on any parameter and 
training data as it is an unsupervised technique and 
summary being coherent and good quality. 

III. PROPOSED METHODOLOGY FOR MALAYALAM TEXT 

SUMMARIZER 

Malayalam is a Dravidian language used predominantly in 
the state of Kerala, India. It is one of the 22 official 
languages of India and was designated a classical language 
in India in 2013. It is used by around 36 million people.  It 
is spoken mainly in the south west of India, particularly in 
Kerala, the Laccadive Islands, and also in Bahrain, Fiji, 
Israel, Malaysia, Qatar, Singapore, UAE and the UK. 

Malayalam has a rigid and vast grammar structure. 
Computationally understand the language structure, 
identify the meaning of sentence, and extract the 
relationship and implementing the grammar is a tedious 
task. Now a day’s numerous Malayalam documents are 
available from net. But finding the relevant data from 
various web pages is heavy task. Reading every pages and 
find relevant data it is time consuming. An efficient 
summarizer handles this task efficiently. 

The graph theoretic approach extracts the semantically 
similar sentences. The similarity is determined by the 
different similarity scoring approaches like cosine 
similarity, longest common sub sequences, Levenshtein 

similarity etc.  The relation of node is represented by the 
feature score of sentences.  

 

3.1 Architecture of proposed system 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1: System architecture 

3.2 Algorithm for Malayalam Text summarization  

1. Input the .txt files. 

2. The sentence and word tokenizer () split into sentences 
and words. 

3. Removes the characters such as ( , ) . ! etc, 

4. Content words can be compared to stop words list. If the 
word is included in the stop word list move to next 
word.  

5. If it is not a stop word placed in word dictionary and also 
keeps the sentence number. 

6. Calculate the affinity weight of sentences 

7. Calculate the sentence weight.  

8. Calculate cosine similarity between the sentences 

9. Calculate the vertex weight. 

10. Rank the sentences on the basis of vertex weight and 
sentence weight. 

11. Preset a threshold and extract the desired number of 
sentences. 

Ranking of sentences using the graph theoretic method as 
explained below: 
Affinity weight of 
S1=(1/47+2/47+4/47+1/47+1/47+2/47+2/47+1/47+1/47+1/
47)=  0.32 
S2=(1/47+2/47+2/47+1/47+1/47+1/47+1/47+1/47+2/47+4/
47+1/47+1/47+1/47+1/47)=.4 
S3: 
(1/47+1/47+1/47+1/47+4/47+1/47+1/47+1/47+1/47+1/47+
1/47+2/47+2/47+1/47+1/47+1/47)=.4 
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S4: (2/47+2/47+2/47+4/47+1/47+1/47+1/47)=.26 
Sentence weight of  
S1=  0.32/10=0.032 
S2=0.4/10=0.04 
S3=0.04 
S4=0.26/10=0.026 
Similarity (s1,s2)= 14-6/14=0.6 
Similarity(s1,s3)=16-8/16=0.5 
Similarity(s1,s4)=10-8/10=0.2 
Similarity(s2,s3)=16-13/16=0.1 
Similarity (s2,s4)=14-13/14=0.07 
Similarity(s3,s4)=16-12/16=0.3 
Rank of Sentences are: 
S1=0.032+.6=0.63 
S2=0.04+6=0.64 
S3=0.04+0.5=0.54 
S4=0.02+0.3=0.32 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Graphical representation of the sentences. 

IV. EVALUATING SUMMARY IN AUTOMATIC TEXT 

SUMMARIZATION  

Text summarization technique creates summary or extract 
of a text. The summarization technique has been developed 
for many years but recent years the wide use of Internet 
there have been great mobility in summarization 
techniques. The summary evaluation either manually or 
automatically is a tedious task.  

The evaluation of summary is necessary for any 
summarization system. There is no single evaluation 
scheme to evaluate all aspects of summary. So combination 
of evaluation methods are used for evaluate summary. 
Mainly two methods are used for summary evaluation such 
as intrinsic and extrinsic evaluation. (Spark Jones and 
Galliers 1995 Mani and Maybury 1999). The intrinsic 

evaluation predicts the quality of summary based on 
content and co-selection measures. The co-selection 
measures are Precision, Recall and F-score. The content 
based measures are cosine similarity and unit overlap. The 
extrinsic evaluation predicts the quality of summary based 
on some related task. The proposed summarizer is 
evaluated the quality of summary on the basis of precision, 
recall and f-scores measures. Precision score shows the 
fraction of the sentences chosen by the humans and 
selected by the system are correct. Recall score shows the 
fraction of the sentences chosen by humans is recognized 
by the machine. F-measure is computed by combining 
recall and precision. 

Table1: Result of system summary compare with human 
summary 

 The result shows that generated summaries 51% of the 
sentences are semantically similar with human generated 
summaries. 

V CONCLUSION 

The rate of information growth in Malayalam documents in 
WWW needs an efficient and accurate summarization 
system. The abstractive summarization requires heavy 
computational models for language generation. Such a 
situation the extractive text summarization produces the 
summary within the limited time. The performance of 
graph based extractive summarization method shows good 
result in summarizing Malayalam documents. The result 
shows that graph based algorithms perform well and obtain 
the satisfactory results.  
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